Google plans to know all about us
By Andrew Keen


LOS ANGELES: What does Google want? Having successfully become our personal librarian, Google now wants to be our personal oracle. It wants to learn all about us, know us better than we know ourselves, to transform itself from a search engine into a psychoanalyst’s couch or a priest’s confessional.

Google’s search engine is the best place to learn what Google wants. Type “Eric Schmidt London May 22” into Google, and you can read about a May interview the Google chief executive gave to journalists in London.

Here is how he described what he hoped the search engine would look like in five years: “The goal is to enable Google users to be able to ask the question such as ‘What shall I do tomorrow?’ And ‘What job shall I take?’”

Schmidt’s goal is not inconsiderable: By 2012, he wants Google to be able to tell all of us what we want. This technology, what Google co-founder Larry Page calls the “perfect search engine,” might not only replace our shrinks but also all those marketing professionals whose livelihoods are based on predicting — or guessing — consumer desires.

Schmidt acknowledges that Google is still far from this goal. As he told the London journalists: “We cannot even answer the most basic questions because we don’t know enough about you. That is the most important aspect of Google’s expansion.”

So where is Google expanding? How is it planning to know more about us? Many — if not most — users don’t read the user agreement and thus aren’t aware that Google already stores every query we type in.

The next stage is a personalised web service called iGoogle. Schmidt, who perhaps not coincidentally sits on the board of Apple, regards its success as the key to knowing us better than we know ourselves.

iGoogle is growing into a tightly-knit suite of services — personalised homepage, search engine, blog, email system, mini-programme gadgets, web-browsing history, etc. — that together will create the world’s most intimate information database. On iGoogle, we all get to aggregate our lives, consciously or not, so artificially intelligent software can sort out our desires.

It will piece together our recent blog posts, where we’ve been online, our e-commerce history and cultural interests. It will amass so much information about each of us that eventually it will be able to logically determine what we want to do tomorrow and what job we want.

The real question, of course, is whether what Google wants is what we want too. Do we really want Google digesting so much intimate data about us? Could iGoogle actually be a remix of “1984’s” Room 101 — that Orwellian dystopia in which our most secret desires and most repressed fears are revealed?

Any comparison with 20th century, top-down totalitarianism is, perhaps, a little fanciful. After all, nobody can force us to use iGoogle. And — in contrast to Yahoo and Microsoft (which have no limits on how long they hang on to our personal data) — Google has committed to retaining data for only 18 months.

Still, if iGoogle turns out to be half as wise about each of us as Schmidt predicts, then this artificial intelligence will challenge traditional privacy rights as well as provide us with an excuse to deny responsibility for our own actions.

What happens, for example, when the government demands access to our iGoogle records? And will we be able to sue iGoogle if it advises us to make an unwise career decision?

Worth more than $150 billion on the public market, Google is by far the dominant internet advertising outlet — according to Nielsen ratings, it reaches about 70 per cent of the global internet audience. Personal data are Google’s most valuable currency, its crown jewels. The more Google knows our desires, the more targeted advertising it can serve up to us and the more revenue it can extract from these advertisers. —Dawn/The Los Angeles Times News Service


