Deception by Design 
Behind every deepfake lies a human story, often a woman or young girl whose face or body has been used in porno-graphy illicitly, leading to blackmail and extortion. 
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AI innovation is the latest buzzword, but nobody is ready to confront its darker side: the misuse of AI for pornography, violence, and blackmail. As the lines between reality and fiction become blurred due to technological advancements, the law is struggling to keep up. Deepfakes are among the most dangerous by-products of AI; 96% of them are pornographic, directly targeting women and young girls. As of October 2025, Pakistan lacks any specific legal framework to regulate the use of AI or to criminalise the creation and dissemination of deepfakes. In several cases involving deepfakes, FIRs have been registered under Section 26(A) of the Pakistan Electronic Crimes Act (PECA) 2016, and under Sections 500, 504, and 505-1(c) of the Pakistan Penal Code (PPC) 1860, none of which specifically address AI-related offences. Even though Pakistan launched a National Artificial Intelligence Policy (NAIP 2025) this year, the country still lacks specific laws to protect its citizens from AI abuse. While AI tools can enhance productivity and efficiency across industries, they can just as easily be weaponised against privacy, human dignity, and truth itself.
Deepfakes are a subset of Generative Artificial Intelligence, comprising pictures and videos that imitate real people. This technology has become so advanced that it’s extremely challenging to differentiate between real pictures and deepfakes. These deceptive images and videos are being used globally to spread political and social disinformation, but the biggest use remains blackmailing and harassing women through generative pornographic content. From international celebrities such as Taylor Swift to Pakistani politicians such as Chief Minister Maryam Nawaz, many have fallen victim to deepfakes. According to industry estimates, deepfake files on the internet are projected to reach 8 million this year. As deepfake misuse escalates globally and given Pakistan’s already toxic, misogynistic online landscape, the danger to women’s dignity is imminent. Platforms such as Gemini AI enable users to create lifelike images alongside celebrities, friends, and even their own childhood pictures, all without consent. Although the platform aims for entertainment, it has enabled everyday individuals to enter ethical grey areas, contributing to the normalisation of distorted realities and diminishing our awareness of consent and truth.
Pakistan’s AI Policy presents an ambitious vision for innovation, research, and responsible implementation designed to expedite technological advancement. It aims to strengthen AI development by supporting startups and promoting the responsible use of AI across sectors, yet a troubling gap is visible in the policy. Clauses 4.3.2 and 8.3.2.4 (G4) of the policy address Generative AI, acknowledge privacy and ethical risks but fail to provide any enforceable protections. It also fails to define what constitutes “personal” or “sensitive” data and provides no redress mechanisms against AI abuse, especially deepfakes. Terms like “public safety” and “fake news” are left dangerously vague—loopholes that can be exploited by authorities, as seen earlier after the enactment of PECA in 2016. Without specific penalties, legal authority, or independent oversight, the proposed AI directorate remains impotent. In comparison, the EU AI Act (Reg. 2024/1689) serves as a thorough legal framework that categorises AI systems based on their risk level and requires audits, transparency, and accountability—aspects that Pakistan’s policy has not yet converted from ambition into legislation.
Pakistan continues to rely on a draft of the Personal Data Protection Bill 2023, which is yet to be passed by Parliament. The draft fails to address AI-related risks and doesn’t define consent, data ownership, or the use of personal information in training datasets. Moreover, the National AI Policy’s suggestion to establish centralised “high-quality datasets” for training models increases worries about state surveillance and potential misuse. In the absence of definite protections, such centralisation might undermine public confidence and subject individuals to unregulated data misuse. The Digital Rights Foundation, in its analysis of the policy, emphasises that any initiative for extensive data sharing should be based on a rights-driven governance structure that ensures user consent, transparency, and responsibility. In the absence of true data protection, the concept of “responsible AI” is largely a fantasy rather than a fact.
The state needs to place human rights, accountability, and fairness at its core, just as seen in UNESCO’s 2021 Recommendation on the Ethics of AI and the Council of Europe’s 2024 AI Framework Convention. Although our AI policy references these principles, it has failed to incorporate them into enforceable legislation. In contrast, the EU AI Act and OECD AI Principles require transparency, impact evaluations, and audits for high-risk technologies like deepfakes or monitoring tools. Embedding these international models in our own laws shall assist Pakistan in creating systems for transparency, human oversight, and fair audits. Public confidence in AI governance depends not on lofty rhetoric but on accountability and practical remedies.
Amid discourse on laws and policies, it’s imperative to remember that behind every deepfake lies a human story, often a woman or young girl whose face or body has been used in pornography illicitly, leading to blackmail and extortion. PECA, the country’s primary cybercrime law, wasn’t designed to address AI-related offences, leaving a gaping hole for victims of deepfakes. In the absence of clear definitions and specific regulations, the damage extends beyond digital infringement to lasting psychological effects and societal stigma, especially in a country like Pakistan where honour killings are rampant. When technology enables humiliation without repercussions, the failure lies not in the technology itself but in legal and ethical standards. Safeguarding dignity in the era of deepfakes necessitates more than outrage; it calls for legal reforms that acknowledge the evolving ways technology can undermine personal autonomy and security.
Pakistan urgently needs a comprehensive AI law aligned with global best practices—a law that categorises AI systems by risk, requires audits and transparency, and is backed by a strong AI-inclusive Data Protection Act. Education must also begin at the grassroots level, teaching students about the ethical dangers of AI so it is not weaponised for bullying, revenge porn, or blackmail. The state must prioritise AI-specific regulations. Innovation should not violate human rights. Today, it is celebrities and influencers who fall victim to deepfakes, and tomorrow it may be you or your loved ones. Before we embrace AI’s potential, we must regulate its perils.
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